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A Multi-Hop, Multi-Document Question Answering
Benchmark for Large Language Models

FANOUTQA is a benchmark of 1,034 multi-hop
information-seeking questions, grounded in

Wikipedia, that require models to search for

and reason over multiple natural documents.

il Fa n _outll Questions What is the total _ Closed Book

number of

. g . : — 2% — 7)) Open Book
Commonly found in real-life: find a list of employees inthe ‘e — ¥ 1P
five largest banks R ™\

entities & aggregate information about each. in the world? — Evidence Frovided

BQ“Chmark settings O What are the 5 largest banks in

% the world?
c,ased BOOk - Answer questions using On|y &Y JPMorgan Chase, Bank of America, ..., HDFC Bank

parametric knowledge. / \

~ How many employees does How many employees

Open Book - LLLMs must use provided tools % JPMorgan Chase have? *4 does HDFC Bank have?
508,669 177,000

to search EﬂQlISh Wlklpedla How many employees does

O, Bank of America have?

Evidence Provided - Extract answers from 217,000
given documents (long-context).

Benchmark Study

e SotA LLMSs' performance scale with
their context length.
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e As LLMs perform multiple searches,
they "forget" earlier information as their
context fills and truncates earlier info.
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e We find a human upper bound of 84.7%. .
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